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Nowadays, neural networks have very wide applications, including 

creating images. This process, often called neural style transfer, has 

revolutionized the way we think about art and technology. 

A neural network is a machine learning type where a computer pro-

gram mimics the human brain. Each network consists of artificial neu-

rons that mimic human ones. These are software modules or nodes that 

interact and exchange information to solve a task. A basic neural net-

work contains three layers of artificial neurons. The input layer processes 

external information, analyzes or classifies it, and passes it to the next 

hidden layer. This layer analyzes the output data of the previous layer, 

processes it, and passes it further to the output layer which gives the final 

result after processing all the data. 

Neural networks are large systems of polynomial formulas with many 

variables. They require training with input data (like pixel color or letter 

codes) to produce an output (like object type from an image or a line of 

letters in another language). 

It should be noted that training involves adjusting the coefficients 

within the network’s formulas using a special algorithm until the net-

work can accurately identify the input data. This process is repeated mil-

lions of times with different training images. The trained network, often 

referred to as a “model”, doesn’t store all the examples shown during 

training. Instead, it generates a value from the input data based on pat-

terns identified during training. 

By the mid-2010s, scientists and programmers had developed fast al-

gorithms and selected good sets of training images to streamline the 

creation of image-recognizing neural networks. 

By early 2021, the integration of BTM and the use of intermediate 

values of neural network formulas were combined by scientists and pro-

grammers. The challenge was to figure out how to use the codes of text 
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characters and picture pixels simultaneously in the neural network for-

mulas so they wouldn’t interfere with each other, but would be encoded 

in similar number formats and could participate together in the same 

formulas. 

The intermediate results of applying pre-trained networks for both 

text and pictures will be similar-looking numbers, encoding some details 

of the content of the original input data.  

This led to the creation of DALL-E, Midjourney, and several other 

large “multimodal” transformer models. The term “multimodal” denotes 

that they work with input data of several different formats or “modes”. 

The models themselves are massive multi-terabyte files of formula coef-

ficients. Powerful expensive video cards are used for fast simultaneous 

calculation of millions of formulas.  

Midjourney is able to create something completely new and unique, 

because random number generators are used in the algorithms. The mod-

el has derived and fixed in itself three types of patterns: human language; 

the appearance of the world as a person sees it; connections between 

language and images. There are millions of these patterns, and their 

combinations - the factorial of these millions. The model derived them 

from data available on the Internet, since the Internet is a repository for 

an enormous amount of data. Midjourney composes patterns about our 

world, which it drew from our texts and pictures, adds a little random-

ness from the random number sensor, and generates a picture that best 

“according to humanity” corresponds to the entered phrase taking into 

account all additional settings.  

In conclusion, the use of neural networks in creating images has 

opened up a new frontier in the intersection of art and technology. 

Through the process of training and manipulating these networks, we 

have been able to generate images that are not only visually appealing 

but also carry the distinct styles of different artworks. 
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