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All logical quantum circuits are reversible [1–7]. This paper introduces reversible 

if-decision diagrams for modelling, synthesis, optimization and verification of the 

quantum circuits. 

Reversible logical operations. Let x = (x1, …, xn) be a Boolean vector variable.  A sca-

lar Boolean function f(x) is a mapping Bn  B, B = {0, 1}. Let a vector Boolean function 

F(x) = (f1, …, fn): B
n  Bn is given by vector (x1, …, xi–1, f(x1, …, xn), xi+1, …, xn) of scalar 

functions f1 = x1, …,  fi–1 = xi–1, fi = f,  fi+1 = xi+1, …, fn = xn. In F(x), the number of components 

is equal to the number of variables. 

Definition 1. Boolean function f(x1, …, xn) of n arguments is n-reversible if an index 

i {1, …, n} exists such that the vector function F(x) = (x1, …, xi–1,  f(x1, …, xn), xi+1, …, 

xn) is bijective. 

Let analyze Boolean binary operations for reversibility. Boolean binary exclusive or 

operation is given by f = x1  x2. The truth table in fig. 1 proves that F = (x1, x1x2) is 

bijective and the  operation is 2-reversible. 

Inputs Outputs 

x1 x2 x1 x1x2 

0 0 0 0 

0 1 0 1 

1 0 1 1 

1 1 1 0 

Figure 1 – Proof of 2-reversibility of Boolean binary exclusive or operation 

Boolean binary conjunction is given by f = x1  x2, and Boolean binary disjunction 

is given by f = x1  x2. The truth table in Figure 2a refutes the 2-reversibility of the 

conjunction as there are two input vectors which result in the same output vector. The 

truth table in fig. 2b refutes the 2-reversibility of the disjunction. 

Inputs Outputs 

x1 x2 x1 x1x2 

0 0 0 0 

0 1 0 0 

Inputs Outputs 

x1 x2 x1 x1x2 

0 0 0 0 

0 1 0 1 
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1 0 1 0 

1 1 1 1 
 

1 0 1 1 

1 1 1 1 
 

a) b) 

Figure 2 – Refutation of 2-reversibility of: a – Boolean conjunction and b – Boolean disjunction 

Let check the most important three ternary Boolean operations for 3-reversibility: the 

if-then-else (ite) operation; the majority (maj) operation, and the xor-and-accumulation 

(xac) operation. The ternary xor operation is a composition of two binary xor operations; 

therefore, it is 3-reversible. 

The ite(x1, x2, x3) operation is given by ite = x1x2  x1x3. Its arguments are not 

symmetric; therefore, we consider two cases. Two truth tables in fig. 3 refute the operation 

to be 3-reversible. In case 1, when ite is substituted instead of the first variable x1, input 

vectors (0, 0, 0) and (1, 0, 0) result in the same output vector (0, 0, 0), and input vectors (0, 

1, 1) and (1, 1, 1) result in the same output vector (1, 1, 1), therefore, F = (ite(x1, x2, x3), x2, x3) 

is not bijective and ite is not 3-reversible. In case 2, when ite is substituted instead of the 

second argument x2, input vectors (0, 0, 0) and (0, 1, 0) result in output vector (0, 0, 0), and 

input vectors (0, 1, 1) and (1, 1, 1) result in output vector (1, 1, 1). Therefore, function 

F = (x1, ite(x1, x2, x3), x3) is not bijective and function ite is not 3-reversible.  

Inputs Outputs 

x1 x2 x3 ite x2 x3 

0 0 0 0 0 0 

0 0 1 1 0 1 

0 1 0 0 1 0 

0 1 1 1 1 1 

1 0 0 0 0 0 

1 0 1 0 0 1 

1 1 0 1 1 0 

1 1 1 1 1 1 
 

Inputs Outputs 

x1 x2 x3 x1 ite x3 

0 0 0 0 0 0 

0 0 1 0 1 1 

0 1 0 0 0 0 

0 1 1 0 1 1 

1 0 0 1 0 0 

1 0 1 1 0 1 

1 1 0 1 1 0 

1 1 1 1 1 1 
 

a) b) 

Figure 3 – Refutation of 3-reversibility of Boolean ternary ite operation:  

a – F = (ite(x1, x2, x3), x2, x3); b – F = (x1, ite(x1, x2, x3), x3) 

The maj operation is given by maj = x1x2  x1x3  x2x3. Since all three argu-

ments are symmetric, fig. 4 describes the truth table of function F = (maj(x1, x2, 

x3), x2, x3), which completely checks the 3-reversibility of maj. It can be noticed that 



17 

each of two pairs of input vectors is mapped to the same marked output vector, there-

fore the F is not bijective and the maj is not 3-reversible. 

Inputs Outputs 

x1 x2 x3 maj x2 x3 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 1 0 

0 1 1 1 1 1 

1 0 0 0 0 0 

1 0 1 1 0 1 

1 1 0 1 1 0 

1 1 1 1 1 1 

Figure 4 – Refutation of 3-reversibility of Boolean ternary maj operation with  

F = (maj(x1, x2, x3), x2, x3) 

The xac operation is given by xac = x1  (x2x3). The truth table of fig. 5a proves 

that function F = (xac(x1, x2, x3), x2, x3) is bijective and therefore operation xac is 3-

reversible. It is interesting that xac is not reversible for F = (x1, xac(x1, x2, x3), x3). 

Among the considered three ternary Boolean functions, xac is the only reversible one. 

Inputs Outputs 

x1 x2 x3 xac x2 x3 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 1 0 

0 1 1 1 1 1 

1 0 0 1 0 0 

1 0 1 1 0 1 

1 1 0 1 1 0 

1 1 1 0 1 1 
 

Inputs Outputs 

x1 x2 x3 x1 xac x3 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 0 0 

0 1 1 0 1 1 

1 0 0 1 1 0 

1 0 1 1 1 1 

1 1 0 1 1 0 

1 1 1 1 0 1 
 

a) b) 

Figure 5 – Check of 3-reversibility of Boolean ternary xac operation: a – it is 3-reversible with 

F = (xac(x1, x2, x3), x2, x3); b – it is not 3-reversible with F = (x1, xac(x1, x2, x3), x3) 
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Definition 2. Function f(x1, …, xn) is n+1-reversible if for function f’(x1, …, 

xn, c) = f(x1, …, xn) of n+1 arguments, where c = 0 or c = 1, the vector function F  =  (x1, 

…, xn,  f’(x1, …, xn)) is bijective. 

Above we have proved that the binary Boolean conjunction is not 2-reversible. 

Let check if it is 3-reversible. To do this, we write down x1  x2 = xac(0, x1, x2) and 

F = (xac(0, x1, x2), x1, x2). The truth table in Figure 6 that contains four value rows 

proves that the F function is bijective and the binary conjunction is 3-reversible. 

Inputs Outputs 

0 x1 x2 xac(0, x1, x2) x1 x2 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 1 0 

0 1 1 1 1 1 

Figure 6 – Proof of 3-reversibility of binary Boolean conjunction using F = (xac(0, x1, x2), x1, x2) 

Binary Boolean disjunction is not 2-reversible. Let check if it is 3-reversible. To 

do this, we write down x1  x2 = xac(0, x1, x2) x1  x2 and F  =  (xac (0, x1, x2) 

x1x2, x1, x2). The truth table with four value rows in fig. 7 proves that the F function 

is bijective, and the binary disjunction is 3-reversible. 

Inputs Outputs 

0 x1 x2 xac(0,x1,x2)x1x2 x1 x2 

0 0 0 0 0 0 

0 0 1 1 0 1 

0 1 0 1 1 0 

0 1 1 1 1 1 

Figure 7 – Proof of 3-reversibility of Boolean binary disjunction using 

F = (xac(0, x1, x2)x1x2, x1, x2) 

The 4-reversibility of the ite and maj ternary operations can be proved in a similar 

way. A superposition of the Boolean exclusive or, xor-and-accumulation, and constants 

1 and 0 operations constitute a basis for describing any reversible Boolean function with 

the same or increased number of input and output variables. If the function of n arguments 

is n-reversible it can be directly described in the basis, otherwise a function extension can 

be constructed with additional arguments (ancillas). Searching for an extension with 

a minimal number of ancillas is a subject of optimization. 
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Let a function of n arguments that is not n-reversible in general case be given by f(x1, 

…, xn). To find its representation or to transform it to a good quality reversible function, 

various expansions can be examined. In the paper we focus on decision diagrams. The most 

famous is the Binary Decision Diagram (BDD). Several BDD types are known, including 

complete, free, ordered, reduced diagrams [8–9]. A Reduced Ordered BDD (ROBDD) is 

a model for solving such problems as modelling, synthesis, test generation, and verification 

of digital systems, which are implemented as electronic, quantum or other circuits. Figure 

8a depicts a BDD’s nonterminal node. It is labeled with Boolean variable xi and has two 

outgoing edges labeled low and high and leading to daughter sub-diagrams g and h. The 

Shannon expansion [10] defines the node semantics with the equation 

𝑓 = 𝑥𝑖 ∧ 𝑔 ∨ 𝑥𝑖 ∧ ℎ (1) 

where h = fxi=0 and g = fxi=1 are residual functions called positive and negative cofactors 

respectively.  

Works [8, 9] generalized the Shannon expansion to 

𝑓 = 𝑐 ∧ 𝑣 ∨ 𝑐 ∧ 𝑢 (2) 

where c is an arbitrary Boolean function of n arguments, v = min (f | c), u = min (f | c) 

and min (f | c) is a minimization operation of function f over characteristic function c. 

Expansion (2) defines the semantics of a nonterminal node of the If-Decision Diagram 

(IFD) [11, 12] depicted in fig. 8b. It is easy to see that (1) and (2) use the ite ternary 

operation, which is not 3-reversible, therefore the BDD and IFD are not reversible-

style representations.  

  

a) b) 

Figure 8 – Nonterminal node of: a – binary decision diagram; b – if-decision diagram 

The positive and negative Davio [13] expansions (3) and (4) of Boolean function 

f(x) are derived from the Shannon expansion (1): 

𝑓 = ℎ  𝑥𝑖 ∧ 𝑒 (3) 

𝑓 = 𝑔  𝑥𝑖 ∧ 𝑒 (4) 

 

where e = 𝑔ℎ. To prove (3), we equivalently transform it to (1) in the way as follows: 

f = h  xi  (g  h) =  
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= (h  (xi  (g  h)))  (h  xi  (g  h)) =  

= (h  (xi  (g  h)))  (h  xi  g  h) =  

= (h  xi  h  (g  h))  (xi  g  h) =  

= (xi  h)  (g  h)  (xi  g  h) =  

= (xi  g)  (xi  h)   

Equation (4) can be proved in the similar way. Based on (2), the author of works 

[14, 15] developed the following xor-based expansions: 

𝑓 = 𝑢  𝑐 ∧ 𝑤 (5) 

𝑓 = 𝑣  c ∧ 𝑤 (6) 

 

where c is an arbitrary Boolean function of n arguments and w = 𝑣𝑢. Expansions (5) 

and (6) generalize the positive and negative Davio expansions (3) and (4). Their proof 

is like the proof of (3). 

Expansions (3) and (4) lie in the basis of creating positive pFDD (fig. 9a) and 

negative nFDD (fig. 9b) functional decision diagrams respectively. Expansions (5) and 

(6) constitute a basis for creating positive pFIFD (fig. 9c) and negative nFIFD (fig. 9d) 

functional if-decision diagrams respectively [16–20]. Since pFIFD and nFIFD provide 

much larger possibilities for modelling logical functions due to replacing a variable xi 

with an arbitrary logical function c, they are more suitable for modelling logical sys-

tems and for the design automation. 

  

a) 

 

b) 

 

  

c) d) 

Figure 9 – Nonterminal node of: a – pFDD; b – nFDD; c – pFIFD; d – nFIFD 



21 

In case, when all three input variables are essential in any of the ternary Boolean 

operations defined by (3)–(6), and due to the operations’ 3-reversibility (in fact these 

are the xor-and-accumulation Boolean ternary operation), we call the decision dia-

grams pFDD, nFDD, pFIFD and nFIFD reversible. In the case, no additional variables 

(ancillas) are needed. When one or two of three variables are unessential, the functions 

describe binary or unary operations. If the binary operation is 3-reversible (like Bool-

ean conjunction or disjunction), an ancilla is needed. If the unary operation is 2-reversi-

ble (like Boolean negation) an ancilla is needed too. Fig. 10 depicts pFIFDs represent-

ing Boolean inversion, exclusive or, conjunction, and disjunction. Only one ancilla is 

needed for numerous inversions within a single pFIFD. Contrary, every conjunction or 

disjunction requires its own additional ancilla, therefore the operations are of high cost.  

  

 

b) 

 

 

a) 

 

 

c) d) 

Figure 10 – Reversible pFIFDs of: a – inversion, b – exclusive or, c – conjunction; d – disjunction 

Conclusion. The paper has introduced reversible if-decision diagrams as a model for 

synthesis, optimization and verification of logical quantum circuits. It has performed the 

analysis of reversibility of basic unary, binary, and ternary Boolean operations, and has 

shown that the binary exclusive-or and ternary xor-and-accumulation operations do not 

need ancillas. Any Boolean function can be represented by a superposition of the opera-

tions with or without ancillas. The operations allow the construction of reversible if-deci-

sion diagrams, which extend the functional decision diagrams. 
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